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Good-enough attentional guidance
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Theories of attention posit that attentional guidance operates on information
held in a target template within memory. The template is often thought to contain
veridical target features, akin to a photograph, and to guide attention to objects
that match the exact target features. However, recent evidence suggests that
attentional guidance is highly flexible and often guided by non-veridical features,
a subset of features, or only associated features. We integrate these findings
and propose that attentional guidance maximizes search efficiency based on a
'good-enough’ principle to rapidly localize candidate target objects. Candidates
are then serially interrogated to make target-match decisions using more precise
information. We suggest that good-enough guidance optimizes the speed-
accuracy-effort trade-offs inherent in each stage of visual search.

Attentional guidance during visual search

We constantly look for people and objects, whether it be a friend in a crowd, our kids after school,
keys in a cluttered room, or a list of ingredients at the grocery store. The ability to find things
efficiently depends on attentional mechanisms that selectively guide attention toward potential
targets (attentional guidance; see Glossary) and then make a target-match decision. The
common act of looking for something has been studied in the laboratory using the visual search
paradigm [1]. Visual search paradigms nicely capture the recursive demands of attention as they
unfold over time: the maintenance of target information in memory, the use of target information
to guide attention and eye movement towards a candidate target object, and the evaluation of the
identity of the candidate object as a target-match based on higher-acuity foveal vision (Figure 1).
If the object is not the desired target, the attend/look—identify cycle begins again. If it is the target,
search is completed. Visual search paradigms are a test-bed for understanding what information
is used to guide attention, and what information is subsequently used to identify whether the
object matches the target [2—7].

Models of attention use the construct of the attentional or target template [8] to characterize the
information held in working or long-term memory about the target. Although the target template is
a basic concept in all models of attention, there are still open questions regarding its definition
(Box 1). However, it is agreed that the features in the target template are used to adjust sensory
gain and set processing priority to enhance signals from objects that match the target (Box 2).
The object with the highest attentional priority wins the competition for attention and is examined
in more detail by covertly attending to the object or overtly generating a saccadic eye movement
(saccade) to determine if the identity matches the target. This attend/look—identify cycle con-
tinues until the target is found [4]. As such, since its inception more than 30 years ago, the target
template has played a crucial role in models of visual search. However, our understanding
remains incomplete. Nevertheless, models mostly characterize the template as a complete
and veridical representation of the target. These models of visual search posit that the likelihood
of attention shifting to an object depends on how well that object matches the template
[1,8-10]. Consistent with this, target templates with higher precision result in faster visual search
times [2,11-14].
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Natural behavior frequently involves the
need to look for task-relevant informa-
tion. The function of attention is to facili-
tate this process by enhancing sensory
signals from objects that match our
goals. Objects that are selected are
more likely to enter into conscious
awareness, be remembered, and be
acted upon.

We propose that the information used to
enhance sensory signals is not based on
a veridical replica of the target in memory
but instead on a good-enough principle.
Good-enough information is ideal for
attentional guidance because it is suf-
ficient to localize likely potential candi-
date targets rapidly, allowing more
precise subsequent decision processes
to determine accuracy.

Good-enough guidance is inherently
context-dependent and can involve the
use of non-veridical target features, a
subset of target features, or even only
features or objects that are associated
with the target.

"Center for Mind and Brain, University of

California Davis, Davis, CA, USA

2Department of Psychology, University

of California Davis, Davis, CA, USA

3School of Psychology, University of

Queensland, Brisbane, QLD, Australia

“Department of Experimental Psychology,

Oxford University, Oxford, UK

*Correspondence:
jgeng@ucdavis.edu (J.J. Geng).

https://doi.org/10.1016/j.tics.2023.01.007

© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1



https://orcid.org/0000-0001-5663-9637
https://doi.org/10.1016/j.tics.2023.01.007
http://creativecommons.org/licenses/by-nc-nd/4.0/
CellPress logo

¢? CellPress

Thus, even when only a subset of feature information is used for guidance, one would expect the
features to be veridical in the target template to maximize search efficiency. However, work over
the past decade has begun to suggest that the information used to guide attention is not always
based on all veridical features of the target but is based on target information that can be rapidly
processed and reliably distinguished from the distractor context [15-17]. This work builds on
findings that some features are more effective in guiding attention than others [3,18-20] by show-
ing that, even when using 'undoubted guiding attributes', the features used may be imprecise
and approximate, only a partial match to the target, or even only probabilistically associated
with the target. The results underpin the importance of differentiating between the representation
of object information in the target template in memory and the use of that information to guide
attention through modulations of sensory gain [9,21-26]. Although the capacity of the target
template may be unlimited [9], the precision and capacity of guidance are more constrained
owing to a host of factors including limitations in the number of active sensory representations,
acuity limitations in peripheral vision, variable visual factors such as occlusion, feature uncer-
tainty, differing viewpoints, and extra-target contextual factors such as distractors, clutter, and
lighting or visibility [27-31].

More importantly, these results are consistent with a theory of good-enough guidance and sug-
gest that the principles that dictate attentional guidance are not based on a complete, veridical,
target template in memory but are based on a subset of information that rapidly guides attention
toward high-probability candidate target objects but without the need to be entirely accurate. This
is not to say that guidance cannot be precise but that there are often good reasons for it to not be
precise. This concept is reminiscent of other theories in the field of perception, including the study
of eye movements and the fields of language comprehension and production [32—-34]. We suggest
that the use of good-enough template information serves the goal of attentional guidance — to
rapidly localize probable target objects that can then be serially inspected to make a more precise
identity-based target-match decision (Figure 1). Such a mechanism for guidance satisfies the
balance between being selective and being efficient. Using good-enough information localizes
probable targets without over-emphasizing accuracy given the low cost of inaccurate shifts of
attention and/or eye movements.

The idea of good-enough guidance should be distinguished from inherent limitations in the visual
system that determines what information is 'as good as it gets'. Most notably, limits in the spatial
and color acuity in peripheral vision will always serve as an upper limit in the precision of the
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Glossary

Attentional guidance: the process of
shifting covert or overt attention to
selectively process information based on
priorities set by the task context.
Foveal vision: visual processing in a
small region around the gaze position that
has maximal acuity and contrast
sensitivity. Synonymous with central
vision.

Peripheral vision: visual processing
outside foveal vision, encompassing a
larger field of view with lower visual acuity
and contrast sensitivity. Visual acuity in
peripheral vision varies by visual
eccentricity and the visual context, such as
crowding.

Saccade: a rapid eye movement that
shifts the center of gaze from one location
on the visual field to another.
Speed-accuracy trade-off: a
phenomenon relating the speed of a
response to its accuracy. The more time
an individual takes to make a response,
the greater the accuracy of the response.
Target-match decisions: the
evaluation of the identity of an object as a
target-match or a target-mismatch.
Target template: the representation of
target information maintained in working or
long-term memory during visual search;
synonymous with attentional template,
search template, mental template.

Visual search: the process of looking for
a particular or muttiple objects (i.e., targets)
among other objects (i.e., distractors).
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Figure 1. lllustration of a paradigm that measures three stages of visual search. The appearance of the cue display sets the target template in memory; periodic
memory probe displays (occurring on only a subset of trials) measure the target features in memory. Attentional guidance begins at the onset of the search display based on
the prioritization of good-enough target features to select a candidate object. The target-match decision is made on the selected item. If the selected item is identified as a
non-target, the attend/look-identify cycle begins again. If the selected item is identified as the target, then the trial is terminated. Note that the thought bubbles are
caricatures of the cognitive processes that the participant is hypothesized to engage in; they are not necessarily conscious, verbalizable, thoughts. The guidance and

decision cycle could involve eye movements, as illustrated, but could also unfold covertly.
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Box 1. Target templates

The template in models of attention is widely understood to be the internal representation of the target object during visual
search that is used to facilitate the selection of task-relevant sensory information. For this reason, it is often referred to as
the 'target template', although 'attentional template' and 'mental template' are synonymous terms. Despite the important
role that templates hold in models of attention, the exact nature of target templates remains poorly understood. The
template has been characterized as being held in working memory, but there is reason to believe that long-term memory
is involved and may even be the more stable source of target information over time. For example, target information is
transferred from working to long-term memory with learning over short time-periods [125], and long-term memory does
not suffer from capacity limits, which explains how dozens of targets or a wider network of target-related information
can be used simultaneously during visual search [126]. A crucial question to answer concerns how long-term and working
memory representations interact during visual search (e.g., during hybrid search in which the number of relevant targets
exceeds working memory capacity). For example, perhaps information held in working memory is more flexible and al-
ready reflects the most useful subset of information from the more complete target template that can be further weighted
by good-enough principles for attentional guidance [27,62]. There is some evidence that working memory representations
‘divide" labor by providing top-down guiding information. For example, different regions of lateral frontal cortex are essen-
tial for the selection of features and space [25,26,127]. Thus, working memory representations may be ad hoc represen-
tations of the target that interact with more complete longer-term representations held elsewhere. This is consistent with
the Guided Search 6.0 architecture in which the target template is a representation in long-term memory that is used to set
the parameters for guidance and decision processes based on more temporary working memory representations [9].

A related issue regarding the characterization of target templates is the question of what can be considered to be a
template. Guided Search 6.0 introduces the idea of two templates: a 'target template' in long-term memory and a second
'guiding template' in working memory. This suggests the existence of two separate representations in long-term and
working memory that serve two separate functions. However, it is unclear whether these two representations are fully
independent or are essentially yoked within a cognitive and neural network that also includes additional target representa-
tions (e.g., in visual cortex) (Box 2). For example, it may be that target information held for longer than a few seconds
automatically becomes encoded in long-term memory [125]; conversely, features from the target template in long-term
memory determine what information about a target is available to compute guidance and identity decisions. Functionally,
the characterizations of 'two templates' versus 'one template whose information is read out for many uses' are equivalent:
both allow different versions of target representations to exist at the same time, most likely in different brain regions. In fact,
target information can be found throughout the brain [128], and it is therefore important to identify what information is used
for what computations [129] rather than debating the number of representations that can be measured. A related debate
has arisen in the working memory literature over how/where working memory is encoded [130-133]. Given this, debating
‘one or multiple' templates may be a red herring in the development of attentional models — both descriptions can map
onto the same system and mechanisms.

Good-enough guidance is agnostic regarding the debate about 'one or more templates', but builds on Guided Search 6.0
by suggesting that the information used for guidance and identity decisions may differ from each other in content and
precision so as to satisfy different computational goals, but they are both derived from the target template held in memory.
Thus, the upper limit of guidance will always be defined in relation to the precision of the target template in memory [61].
This view is consistent with findings that target representations are pervasive throughout the brain but differ in functional
significance [128,129].

information available to guide attention [29,35-38]. However, we argue that what is 'good-
enough' is frequently coarser or has fewer feature dimensions than the strict limits of vision
[29]. Instead, what is good-enough for guidance is mainly determined by the simplest discrimina-
tive information necessary to select a probable target. The exact speed—-accuracy trade-off will
also be dependent on the current willingness of the observer to exert sufficient effort to guide
attention to the best candidate target versus merely one of the best.

Good-enough guidance uses fuzzy feature information

Good-enough guidance predicts that the precision of attentional guidance will be lower (or equal,
but never higher) than what is available in the target template in memory. For example, recent
studies show that attention is guided to a broader range of non-target distractors than are
mistaken for actual targets (Figure 2, rows 1-2). Target-similar distractors that have a high
likelihood of being covertly attended are rarely mistaken for the actual target, suggesting that
guidance selects candidate targets with features that are easily rejected as non-targets [16,39].
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Although guidance will sometimes select the wrong object because its features cannot be
discriminated from the target based on limits in perceptual acuity in the visual periphery
[385-37,40,41], peripheral vision appears to be sufficient to discriminate simple features and
even more complex object and scene information [29,37,42,43]. Furthermore, the precision of
attentional guidance and first saccades to the target improves when there are incentives for
emphasizing accuracy over speed [44-48]. For example, the accuracy of eye movements to
the target increases when observers delay the saccade and increase the time to inspect search
environments using peripheral vision [47,49,50]. Likewise, later saccades are more selective for
target-similar stimuli, suggesting that the precision of guidance improves as information is
accumulated over time within a single display during search [51,52]. Measurements of guidance
should therefore become closer to that of memory when there is more time to accumulate
evidence about item features (e.g., when accuracy should be prioritized over speed). However
such deliberate saccade planning appears to be cognitively effortful [45,46,48,53-58]. This
suggests that fuzzy guidance reflects not only visual limits but also trade-offs between rapidly
localizing candidate targets (e.g., with a saccade) and localizing the correct target within the
task context.

These data suggest that good-enough guidance not only occurs because of fixed limits in visual
processing but also because guidance is optimized to be fast, even when inaccurate: errors
typically result in low costs because post-selection decision processes can quickly identify
them and trigger a new saccade to a different potential target [55,59,60]. Interestingly, although
the measured precision of target decisions is greater than guidance, memory representations

Box 2. Brain networks for attentional guidance

Attentional guidance relies on a network of regions that have frequently been described in terms of 'sources' and 'sites'.
Source regions are domain-general control regions that encode information about what is expected to be relevant based
on the target or task; site regions have specific sensory response profiles that are enhanced or suppressed based on the
current task context. The specific network involved depends in part on the type of information attended. For example,
during spatial attention, source signals from the frontal eye-fields (FEF) and the intraparietal sulcus (IPS) modulate visual
processing in spatially corresponding retinotopic locations [134,135]. The inferior frontal junction (IFJ; also referred to as
the ventral prearcuate regions, VPA, in non-human primates) encodes target features (e.g., color, shapes, faces, houses)
that modulate sensory neurons with corresponding receptive field properties [25,26]. FEF/LIP and IFJ/VPA appear to
encode what is relevant at the current moment of time, but other regions including the dorsolateral prefrontal cortex
(BLPFC) and hippocampus (Hippo) appear to encode the prospective memory of what will be relevant in the future and
over time [136-139] at different levels of category abstractness [140]. This suggests that attentional control networks
operate at different timescales to prioritize prospective information in anticipation of what is to come, sensory processing
at the current moment of time, and retrospective information to update long-term statistical representations of the target
(Figure ).

The effect of modulation at sites of sensory processing occurs as early as the lateral geniculate nucleus (LGN) and primary
visual cortex (V1), and extends throughout the visual hierarchy [141-143]. Virtually all neurons in the visual system ranging
from V1 simple cells to high-level cortical regions for nonspecific objects, faces, and scenes are robustly modulated by
attentional settings [27,144—-146]. Many mechanisms have been proposed to describe how sensory processing is
modulated at sites, including shifts in contrast gain, response gain, and shifting or sharpening of neuronal turning [147].
What is common across these mechanisms is that task-relevant visual information is enhanced, and irrelevant information
is suppressed. Although the characterization of sensory regions as sites might seem to suggest that they are the passive
recipients of feedback modulation, this would be an error because there is plenty of evidence that local dynamics in
sensory cortex contribute to the maintenance and updating of attentional priority [148,149]. It remains an open question
how the dynamics of long-term and working memory maintenance interact with those of sensory modulation over time
to maintain and perform task goals.

We hypothesize that good-enough guidance is based on this existing architecture for attentional control and can be
predicted by a calculation of what template information will rapidly localize candidate targets and segment out non-targets
in the current context. Moreover, the information used for guidance should always be constrained by the organization of
feature representations within the visual system. That is, what is good-enough will always be an object type or feature that
can be modulated by attention (color, orientation, spatial frequency, motion, objects [150-154]).
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Figure I. lllustration of hypothesized brain networks contributing to memory, guidance, and decisions during
visual search. Memory in green, guidance in orange, decisions in purple. Abbreviations: DLPFC, dorsolateral frontal
cortex; FEF, frontal eye fields; Hippo, hippocampus; IFJ, inferior frontal junction; IPS, intraparietal sulcus.

appear even more precise. This leads to the hypothesis that the target template in memory is the
most precise and complete representation of the target, whereas guidance and target-match de-
cisions are based on only a subset of the target template. The target template in memory may it-
self vary in precision [61,62], but we hypothesize that the precision of memory will be the upper
limit of what is possible for guidance, even though guidance will typically appear less precise.
The precision of the information used for guidance and decisions will be determined by what is
necessary to accomplish the task demands at the current moment in time rather than what is
available or possible [5,12,16,63,64]. To distinguish the precision of information used at each
stage of processing (memory, guidance, decisions), it is necessary to measure each separately
within the same task.

The trade-off in precision between guidance and decisions can also help to resolve a debate that
has arisen in studies of off-veridical target representations. Off-veridical target representations
refer to the finding that target features are shifted, or distorted, away from distractors that are pre-
dictably linearly separable [65-68]. For example, looking for an orange target among yellower
distractors results in attentional capture by objects that are 'redder' than the true target. Similar
effects have been reported for targets defined by shape, size, line orientation, direction of motion,
and even for facial expression search [4,60,69-73]. The size of target shifting within visual search
contexts is greater than that of simultaneous stimulus contrast alone [73,74]. Moreover, when
shifting offers no advantage for target selection, it is vastly reduced [75]. These results suggest
that the shifting of the target representation is a task-adaptive mechanism to increase the
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Figure 2. Hypothesized template information used for memory, guidance, and decisions during visual search. The column on the far left illustrates an
example experimental task; targets are outlined by a white box, but this would not be present in an actual experimental display. The memory column (green) illustrates
the information held in long-term or working memory of the target template. The guidance column (orange) illustrates the hypothesized good-enough features that are
used for attentional guidance during each task context. The decision column (purple) illustrates information used for target-match decisions. The column on the far right
cites studies from which the examples are constructed [3-5,16,19,39,64,68,72,73,76,77,84,90,92,97,98,105,110,111,114,117,118,123,155]. The face image is
reproduced, with permission, from [124].

representational distinctiveness of targets from distractors during target discrimination tasks,
including visual search.

The debate that emerged was over the exact form of the shift in target representation. Some
argued that the target distortion was relational, such that an orange target would result in selec-
tion of the 'reddest' item in any display [71]. Others argued that the distortion reflected only a shift
in target tuning towards more optimal 'reddish' feature values [68]. The good-enough framework
for guidance helps to resolve this debate by suggesting that both models may be correct, with
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good-enough guidance using a broader relational code but target-match decisions using a more
precise optimal code [4,39]. From this perspective, target shifting occurs in the target template to
increase the target-to-distractor distinctiveness, but the implementation differs in precision for
guidance and for match decisions. Measurements of guidance will appear to be relational
because the best potential targets are expected to have the most exaggerated color within the
display (i.e., the 'reddest'), and therefore the precise color value is not essential. Using a 'fuzzy'
relational code will typically be successful in localizing a good-enough candidate target and a
more precise optimal code can be used to check whether it is indeed the target after selection.
Interestingly, target shifting is significantly reduced when another target feature dimension is
highly dissimilar from distractors, and can be used to more rapidly discriminate candidate targets
[75]. This suggests that relational guidance is a strategic form of good-enough guidance.

Good-enough guidance uses the most diagnostic target feature

Another way in which good-enough guidance can be seen is through the flexible prioritization of
different visual features within a single target template. One might assume that the best way to
find a target is to use all of its known features to guide attention precisely to the exact target,
but this does not seem to be the case. Moreover, it is notable that search targets in our everyday
lives may be defined on the basis of abstract category templates at varying levels of specificity,
rather than by the specific exemplars often used in laboratory experiments (e.g., | may be
searching within a store for any gift appropriate for my niece, any stuffed toy, or even any
teddy-bear she might like, rather than this a specific teddy-bear).

How does guidance operate under these situations? This can play out in two ways: (i) by prioritizing
one feature of a multidimensional target, or (i) by prioritizing category-level information rather than
specific features (Figure 2, rows 3-4).

In the case of a multidimensional target (e.g., a red circle), good-enough guidance occurs when
one feature ('red') is prioritized over the other (‘circle') during the initial selection of candidate tar-
gets. Once attention and/or an eye movement is guided to a candidate object, additional feature
dimensions may contribute to the match decision to improve identification accuracy. However,
what determines which feature has the highest priority? This likely depends on expectations of
the sensory context, including distractor features, as well as on natural biases within the visual
system. For example, when distractors are more similar to the target in one dimension, the less
similar feature dimension is prioritized [76-80]. When target features are themselves uncertain,
the most reliable dimension is prioritized [81-84]. Similar principles of flexible weighting have
been identified for attentional guidance towards information with higher expected precision
between modalities [85] and visual-motor codes [86]. However, when all else is equal, some
visual features appear to be relied upon more than others to select candidate objects. For example,
color commonly dominates guidance, perhaps because color processing is rapid and frequently
carries high perceptual discriminability [3,18-20,39,82,37].

In addition to prioritizing one of many features, category-level information is also often used
when it is sufficient to localize candidate targets. Real-world objects such as apples, cars, soccer
balls, water cups, and our friends can be defined across multiple precise feature dimensions
(e.g., color, shape, orientation, texture, size, motion). Nevertheless, instead of using highly precise
information, a search for these objects often relies on higher-order category-level representa-
tions. For example, search for targets cued by a word is found more quickly when they contain
typical visual features for their category (e.g., when searching for a 'bird', a canary will be found
faster than an ostrich [83]). Moreover, this category effect is modulated by scene information
such that target templates created from word cues are automatically scene-consistent; for
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example, the word 'bottle' produces a target template of a baby bottle when preceded by the
scene of a baby's room, or of a beer bottle when the search is preceded by an image of a bar
[88]. Generally, category representations may be preferable because they are more stable and
serve as consistent predictive priors for any member of the category and under different viewing
conditions [62,89-97]. Thus, attentional guidance may default to good-enough category features
even when more specific item information is available. This may be true when there is either
uncertainty about the exact form of a target or when distractors from the same category are
also present [84,90,97,98].

Although it might seem counterintuitive to only use a subset of information for guidance, doing so
makes sense from a good-enough perspective because reducing the number of dimensions
makes guidance more efficient. For example, there is evidence that multiple memory representa-
tions can be maintained with high precision (e.g., the identity of two target colors), but selecting
multiple sensory representations in parallel (e.g., picking out two targets with different colors at
once) slows information processing [30,92]. Constraints in the number of sensory representa-
tions that can be used for guidance may stem from competition between the simultaneous
networks that are necessary to maintain interactions between perceptual, mnemonic, and
motor regions. Because attentional guidance relies on network interactions between memory
and motor representations in frontal cortex and perceptual representation in sensory cortex,
maintaining multiple such networks may cause interference or produce efficiency costs
[27,30,55,99,100]. Thus, using fewer dimensions for guidance and selection satisfies the
need to find probable candidate targets without creating potential interference between
features. However, there does not seem to be a fixed number of features that are always
optimal to be held efficiently; and the number of dimensions that can be held with minimal effort
might vary by individual and trial [101,102].

Good-enough guidance uses learned associations

Target templates are primarily characterized as containing only information about the target, but
there is mounting evidence that non-target information that predicts the target is also used to
guide attention. A well-known example comes from studies of scene perception in which
structural and semantic information contribute to the localization and identification of target
objects [103-109] (Figure 2, row 5). For example, 'anchor' objects are non-target objects that
hold strong spatial predictions regarding other objects within an environment [110,111]. V&
and colleagues hypothesize that anchor objects are used in real-world environments to start a
cascade of hierarchical searches until the target object is located. Finding a piece of chalk within
a classroom might begin with attentional guidance by the chalkboard (large, green, rectangular).
After the chalkboard is located, then guidance may be updated to the features of the actual target
(small, white, cylindrical). Although the chalkboard is not the target, it provides good-enough
information to guide attention to a smaller spatial region with a high probability of containing the
chalk. Anchor objects are an example of good-enough attentional guidance within the real
world and may help, in part, to explain why attentional guidance in naturalistic settings exceeds
expectations based on traditional laboratory tasks [112].

Associated information is only considered to be a part of the target template when it is used for
active attentional guidance. By contrast, semantic associations that are passively activated by
a target but are not useful for guiding attention should not be considered to be part of the
template. The distinction lies in whether the associated objects are used as a proxy for the target
that guides attention or are only passively primed because of semantic relatedness. We hypothesize
that proxy objects momentarily replace the target in guiding attention because they contain features
that are easier to identify or to locate than the target itself, and are therefore good-enough predictors
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of the target that reduce uncertainty about where the target may be located [113]. Proxy information
can include arbitrary context-dependent associations, physical regularities, or nonpermanent
features of an object [87,114-116].

In addition to anchor objects, the use of proxies for guidance can also be found in short-term
learned associations. For example, exposure to backpacks that have a particular color
(e.g., black) results in faster detection and earlier fixations on black backpacks compared to
other-colored backpacks during subsequent visual search [117]. This suggests that the color
'black' was used as a proxy for locating the target backpack even though color was not a defining
feature of the target during visual search (Figure 2, row 6). Similarly, teaching observers an asso-
ciation between the face of a specific individual (e.g., 'Emma’) and a scene category ('beaches'’)
results in faster localization and identification of the target face when it appears with its associated
scene, but only when search for the target face is difficult; when face discrimination is easy, the
scene advantage disappears [118]. This suggests that proxy information is used to set sensory
gain and guide attention when target search is difficult, but not when the features of the search
target are easily distinguished from distractors.

The theory of good-enough attentional guidance predicts that proxy information will only be
used during visual search if the following conditions are true: (i) the proxy predicts the target lo-
cation, and (i) the expected discriminability of the proxy within the current environmental con-
text is greater than that of the target. A proxy object may be more discriminable than the target
because it is visually salient (e.g., owing to size, color, shape, motion, etc.) or because it pos-
sesses perceptual features with a natural processing advantage [3,19]. If there are multiple po-
tential proxies, the one that is the most discriminable and has the highest predictive value, given
the current willingness of the observer to exert effort, will win the competition to guide attention
first. Proxy information will therefore only be good-enough when it is predictive of the location or
identity of the target, and can be detected more quickly than features that define the identity of
the target. When targets are easily distinguishable from distractors, proxies should not be used
to guide attention because they no longer confer an advantage in the speed-accuracy trade-
off: target location based on the proxy will not be faster and it will sometimes be wrong.

Concluding remarks

The work reviewed provides evidence for good-enough attentional guidance. The basic premise
is that attentional guidance is often based on the simplest, good-enough, information that will
produce a high-quality estimate of where a candidate target object is located at the current
moment of time. Very often, this information will not be a veridical characteristic of the specific
target. We hypothesize that good-enough guidance is efficient because it is fast and is followed
by an eye (and/or head or body) movement that allows higher-acuity foveal vision to be used to
make a more accurate target-match decision. This strategy operates well when errors have a
low cost and can be rapidly corrected with an eye, head, or body movement toward the next
potential target. However, if costs are higher, for example because there are limits in time or
opportunities to find the target, we expect guidance to be determined by more precise informa-
tion from one or more features. This will result in greater accuracy in selecting the target, but there
will be costs associated with the accumulation of more precise evidence before each saccadic
eye-movement, which should be reflected in longer saccade latencies or pre-saccadic dwell
times [47,48,51]. Thus, we argue that, under typical conditions, attentional guidance operates
by default on a good-enough principle because it is more efficient than waiting for more precise
information to be accumulated before attention and eye movements are shifted; however, the
calculus of what is good-enough will depend on the context and the amount of effort an individual
is able or willing to exert [45,53-55,57,104]. Guidance will be based on more precise information

¢? CellPress

Outstanding questions

Is the use of good-enough information
influenced by differences in the speed
of processing between features or fea-
ture weighting?

What are the temporal dynamics of
good-enough information transfer from
the target template in memory to mech-
anisms of sensory gain used during
attentional guidance?

How quickly can the information within
the target template be learned in a new
environmental context and used to
shape good-enough guidance?

Do we have conscious access to our
good-enough guidance settings?

Are there individual differences in the
ability to optimize good-enough guid-
ance, and does this change over the
lifespan?

What brain networks support the
interactions between templates in
memory, features for guidance, and
features for target-match decisions?

How does effort relate to the use of
good-enough information during at-
tentional guidance and decisions?
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under conditions where selection accuracy is paramount and the good-enough principle leads to
too many errors.

[t may be that other perceptual or motor limitations contribute to the use of good-enough infor-
mation for guidance. For example, the drop-off in visual acuity from central to peripheral vision
may serve as an upper limit to the precision of information that can be used to guide attention
[29,35-37]. This might increase reliance on good-enough features that are more easily
perceived. Likewise, there may be a natural motor rhythm in the theta range that drives spatial
attention and saccadic eye-movements [119]. However, we propose that the choice of what
information is used for good-enough guidance is largely determined by the expected atten-
tional efficiency in locating the target within the current sensory context (see Outstanding
questions). Prior expectations of attentional efficiency will depend on multiple sources of
information at different timescales, including selection history within the local context,
feedback, long-term expectations, and explicit rules [120]. This principle does not preclude
the use of veridical or complex information to guide attention — it only proposes that more
veridical or complex information can be used and will only be used when there is no other
information to drive attention more rapidly with sufficient accuracy, or when there are other
motivational factors present that require greater accuracy. A formal model of the trade-off
between good-enough information and veridical information within a given context remains
to be developed, but evidence for this idea can be found in speed—accuracy trade-offs
formalized in drift rates and criterion thresholds in accumulation models [4,39,121,122].

The argument that good-enough template information is used to guide attention is rooted in the
notion that the target template in memory contains more information than is being currently
used to guide attention. A subset of information from the target template that is good-
enough for the current purpose is used for guidance, but a different subset may be used in
the next moment to make identity decisions. If the object is not the target, the subset used
to guide attention may stay the same if there are other potential targets to explore, or it may
be updated to a new subset [51]. Inherent in this idea is that guidance and identity decisions
operate in a continuous loop during visual search until the target is found; experience gained
in each iteration serves as feedback that may be used to update the information from the tem-
plate that is used for guidance. A constant in this cycle is the information held in memory within
the target template that contains all the information we might have about the target [9]. The
memory representation is therefore expected to be the most precise and most complete,
whereas the guidance information is potentially the most imprecise, and decision information
is somewhere between the two [16].

In summary, we propose that good-enough attentional guidance satisfies the question of 'what is
attentional guidance during visual search for?"' in an optimal manner: guidance is for localizing
candidate targets that can then be rapidly evaluated as target-matches or non-matches. This
definition does not require guidance to be very accurate, only sufficiently accurate to reduce
the number of items to be investigated without too much cognitive effort so as to maximize the
speed-accuracy—effort trade-off necessary to accomplish visual search.
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